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Abstract— Robotic surgical subtask automation has the po-
tential to reduce the per-patient workload of human sur-
geons. There are a variety of surgical subtasks that require
geometric information of subsurface anatomy, such as the
location of tumors, which necessitates accurate and efficient
surgical sensing. In this work, we propose an automated sensing
method that maps 3D subsurface anatomy to provide such
geometric knowledge. We model the anatomy via a Bayesian
Hilbert map-based probabilistic 3D occupancy map. Using the
3D occupancy map, we plan sensing paths on the surface
of the anatomy via a graph search algorithm, A∗ search,
with a cost function that enables the trajectories generated to
balance between exploration of unsensed regions and refining
the existing probabilistic understanding. We demonstrate the
performance of our proposed method by comparing it against 3
different methods in several anatomical environments including
a real-life CT scan dataset. The experimental results show
that our method efficiently detects relevant subsurface anatomy
with shorter trajectories than the comparison methods, and the
resulting occupancy map achieves high accuracy.

I. INTRODUCTION

As the global population grows, we are faced with an
impending shortage of surgeons, potentially leading to a
severe issue in the near future [1]. It is expected that the
shortage of surgeons will increase by 20, 000 over the next
two decades [2]. This will result in a significant increase
in the per-patient workload of surgeons, potentially reducing
quality of care in many fields of surgery including general
surgery, urology, and orthopedic surgery [1], [3], among oth-
ers. For example, in cardiothoracic surgery, it is anticipated
there will be an ≈ 120% increase of workload per surgeon
by 2035 [4].

One potential approach to alleviating this problem is to
automate certain surgical subtasks, such as sensing [5]–[7],
retraction [8]–[10], and cutting [11]. In addition to reducing
per-procedure surgeon workload, such automation may be
able to offer increased accuracy and greater dexterity [12].
Specifically, automating intraoperative sensing using, e.g., a
laparoscopic ultrasound probe has the potential to reduce
procedure times, surgeon fatigue, and facilitate subsequent
surgeon-operated and automated subtasks by providing an
accurate geometrical model of subsurface anatomy.

In this work, we propose a method of planning efficient
sensing paths to accurately map subsurface anatomy (see
Fig 1). We represent the subsurface anatomy via a Bayesian
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Fig. 1: An overview of our proposed method to plan sensing paths on
an organ surface. (Top) Given an anatomical surface, such as the surface
of a liver during a laparoscopic procedure, we model a 3D probability
distribution of the subsurface anatomy as we collect sensor data. (Bottom)
We then plan the sensing path on the organ surface (sensor workspace S)
based on the 3D occupancy map A (representing the volume of the organ
under the surface) using the graph search algorithm A*. While executing the
trajectory, we frequently replan the path to reflect the information gathered
during prior portions of the trajectory. This process then repeats until the
anatomy is accurately mapped.

Hilbert map [13]. The Bayesian Hilbert map provides a
3D probability distribution over the geometry of anatomical
features of interest, such as tumors. We leverage the map
to generate sensing trajectories, e.g., paths to trace on the
surface of an organ with a sensor such as an ultrasound
probe. We do so via a graph search algorithm that balances
exploration and exploitation, enabling the robot to sense un-
explored areas of the anatomy while refining the information
about previously sensed regions.

We evaluate our method in multiple simulated surgical
scenarios, tasking it with locating subsurface tumors, in
synthetic environments as well as anatomical scenarios seg-
mented from real patient data. We compare the performance
of our proposed method against several alternative methods.
We further evaluate aspects of our method, such as replan-
ning, demonstrating their impact on the method’s perfor-
mance. The results show that our method outperforms three
comparison methods, accurately mapping the subsurface
tumors in anatomical environments with sensing trajectories
that are 20− 50% shorter than the comparison methods.



II. RELATED WORK

There have been a number of efforts to automate robotic
surgical subtasks. McKinley et al. [14] proposed a system to
automate surgical tool changes in tumor resection consisting
of palpation, incision, debridement, and injection. Thach et
al. [8] developed a method of manipulating deformable ob-
jects for tissue retraction to expose areas of interest beneath
the tissue. Elek et al. [15] developed an automated blunt
dissection method. To perform the subtasks mentioned above
precisely, accurate geometric information of the anatomy
is required. In this work we focus on automating surgical
sensing to provide such information.

Researchers have studied sensing automation through pal-
pation probing. Nichols et al. [7] proposed an automated
palpation method for tumor localization and segmentation.
Garg et al. [6] developed a method of localizing tumor
boundaries on a stiffness map via palpation. Salman et al. [5]
optimized a palpation trajectory by modeling the stiffness
distribution of the anatomical space via Gaussian process
regression. These methods assumed two dimensional cases,
specifically. In this work, we consider 3D cases where the
robotic agent uses a 3D sensor (e.g., a swept ultrasound) in
a 3D anatomical space and along a non-planar surface.

Effort has also been made to automate ultrasound sensing.
Marahrens et al. [16] developed an autonomous, learning-
based ultrasound scanning method that considers the cou-
pling between a sensor probe and the tissue surface for
accurate reconstruction of 3D anatomy, focusing on sensor
orientation aligning with an area of interest (e.g., a vessel).
Their work, however, considers planning the sensor route
specifically around the vessel, which may not be applicable
for 3D mapping of more complex anatomical structures.
Our autonomous sensing approach particularly focuses on
generating an efficient sensor path to gather the geometrical
information of the 3D anatomy, with a trade-off between
exploiting known information and exploring regions of high
uncertainty.

The autonomous method must be able to sense regions
of interest efficiently and map the anatomical environment
accurately. In our previous work [17], we proposed a
method to determine discrete sensing sequences by utilizing
a Bayesian approach [18] that finds a global extremum of
a function (e.g., Bayesian Hilbert maps) through acquisi-
tion functions [19], e.g., expected improvement (EI). The
acquisition function determines where to sample next in
a given probability distribution, i.e., in our case the EI
value provides guidance on where to sense next to gain
more geometric information of subsurface anatomy. Our
prior work was limited to discrete and discontinuous sensing
actions, rather than continuous sensing trajectories. However,
discrete sensing actions result in impractical and inefficient
sense-and-retract motions. In this work, we leverage these
determined sensing sequences, utilizing them as waypoints
for continuous sensing trajectories that continue to gather
information intelligently as the robot travels between the
waypoints.

Path planning via graph search has widely been used for
other robotics problems [20]–[22]. Aine et al. [20] proposed
a search approach, called multi-heuristic A*, which leverages
multiple inadmissible heuristics and a consistent heuristic
while still guaranteeing completeness and bounded sub-
optimality. This mitigates difficulties of designing admissible
heuristics and formulating a heuristic that considers all
complex cases of the search problems. Koenig et al. [21]
developed an incremental heuristic search method, called
D* Lite. This has been widely used for sensor-based motion
planning for mobile robot navigation, in which it assumes
the unknown area of the given environment to be free space
(i.e., without obstacles), updating the map as it observes new
geometrical information, and replanning the shortest path
based on new information. In this work, we plan sensing
paths via A∗ graph search [23] with a novel edge weight
function that combines two different objectives to make the
path efficient and informative, i.e., considering information
gain along the path itself.

Research has been performed to determine an object’s sur-
face shape using a continuous sensing path. Driess et al. [22]
developed an active learning method for tactile exploration of
an object which improves upon inefficient touch-and-retract
exploration strategies [24]. This method models an object of
interest via a Gaussian process implicit surface model that
represents the shape uncertainty of the object and guides
the exploration path to reduce the measured uncertainty.
By contrast, in this work we represent the environment of
interest via a Bayesian Hilbert map (described in Section III
and which performs a similar purpose, but is parametric)
and plan a continuous sensing path to efficiently explore the
environment and accurately map 3D subsurface anatomy.

In this work, our goal is to improve the quality of sensing
during robot surgery by combining and building upon many
of the methods mentioned above.

III. BACKGROUND ON BAYESIAN HILBERT MAPS

A Bayesian Hilbert map is a parametric logistic regression
model that leverages kernels to build a continuous occupancy
map in dynamic environments. In this work we utilize
Bayesian Hilbert maps [13] to iteratively update an occu-
pancy probability map, i.e., a map probabilistically detailing
the location and geometry of a specific anatomical feature
in the environment (such as subsurface tumors in an organ).
The Bayesian Hilbert map is composed of M hinge points
spatially fixed in the anatomical space which are used as
kernel centers. Kernel functions, k(x, x̃j), then evaluate the
similarity between any sensed point x and each hinge point
x̃. Using the kernel function, we compute feature vectors
Ψ(x) = (k(x, x̃1), k(x, x̃2), · · · ) to model the occupancy
probability of any point using the sigmoid function σ(·), i.e.,

P (y|x,w) = σ(wΨT (x)),

where w is a weight vector defined as Gaussians
w ∼ N (µ ∈ R1×M ,Σ ∈ R1×M ). The goal of the
Bayesian Hilbert map is then to learn a weight parameter
vector ω = {µ,Σ} as we collect the sensor data. We then



Fig. 2: An illustration demonstrating the concept of localizing tumors
embedded in an anatomical environment A under a human organ surface
S with a 3D sensor, e.g., an ultrasound transducer. We define the sensor
workspace graph GS on S as a graph composed of vertices Vi and edges
Eij . The surgical agent then moves along the graph with a cone-shaped
volumetric sensor which at any instant in time can be defined by its sensing
position pt and orientation ot, and a corresponding sensor volume vt.

query any point x∗ in a given environment to evaluate the
point being occupied in the 3D occupancy map defined as
P (y|x∗,w) (see [13] for more details).

IV. PROBLEM FORMULATION

The goal of this work is to plan continuous sensing paths
to map an anatomical environment of interest. In this work
we adopt assumptions similar to those used in [17], i.e., that
the anatomy is rigid and that a sensor is noiseless.

We consider the case where a surgical agent uses a 3D
sensor on a sensor workspace S consisting of N possible
sensing poses si for i = 1, · · · , N , where S is, e.g.,
the 2D surface of an organ. The goal is to improve the
geometrical understanding of the anatomical environment
A ⊂ R3 beneath S in which some anatomical features of
interest T ⊂ A, e.g., tumors, are embedded. We define a
sensing pose si as a vector si = [pi,oi], where pi ∈ R3

and oi ∈ SO(3) are the sensing position and orientation,
respectively (where pi is on S and oi points into A from S).

We next define a graph on the sensor workspace S
composed of a set of vertices and edges GS = (V , E). Each
vertex Vi corresponds to a sensing pose si on S . We connect
each vertex with an edge in the graph to its 8 adjacent
vertices (see Fig. 2).

We define a sensor model (e.g., as an abstraction of an
ultrasound transducer) as a cone-shaped volume vi ⊂ R3

with pose corresponding to a sensing pose si. The sensor
volume vi contains data points xi ∈ vi. For any sensing
action t, we collect sensor data Dt consisting of a set of
tuples (xt, yt) where an occupancy label y ∈ {0, 1} indicates
whether the point x is part of the anatomical feature being
mapped, i.e., a point in the cone x ∈ vt can be labeled
as either occupied (y = 1) or unoccupied (y = 0) by the
anatomy type of interest (e.g., tumor). We then use the sensor
data Dt to update the Bayesian Hilbert map parameters that
define an occupancy probability of the anatomy.

Algorithm 1: Sensing Path Planning
Input: Sensor workspace S, Search space A,
Graph GS = (V , E)

1 Initialize the BHM kernels ω ← µ0,Σ0

2 Trajectory iteration r = 0
3 s0 ← an s sampled at random from S
4 while termination criteria not met do
5 r = r + 1
6 if r=1 then
7 Collect sensor data D1 on s0
8 else
9 Collect sensor data Dr along a path SrM

10 end
11 µr,Σr ← learn params(Dr, ω) ▷ Sec. III
12 ω ← µr,Σr ▷ Sec. III
13 EI ← update EI(x∗,ω) ▷ Eq. 1
14 g(Vi) = compute vertex value(EI) ▷ Eq. 2
15 Vk = set goal vertex(g(Vi)) ▷ Sec. V-C
16 Eij = update edge cost(V , E, EI) ▷ Eq. 3
17 SrM = graph search(V , E) ▷ Sec. V-C
18 (Optional)path replanning(SrM) ▷ Sec. V-C
19 end

We define a sensing trajectory r as a path that traverses
the graph, passing through an ordered set of k vertices, i.e.,
SrM = {V1, · · · , Vt, · · · , Vk} ⊂ S where a sensing action
is performed at finely discretized locations along the edges
and at the vertices in the path, which is used to update the
Bayesian Hilbert map. We then define the sensed volume of
the path at iteration r,

VSr
M

=

k⋃
i=1

vi.

We define the length of a trajectory to be the sum of
Euclidean distances between all adjacent vertices in the path
and leverage this length as a metric of efficiency.

The problem then becomes to iteratively plan a sequence
of sensing trajectories that maps the anatomy with high
accuracy, defined as an ability to correctly classify posi-
tive samples (i.e., tumors), while minimizing the total path
length.

V. METHOD

This section describes our method for planning and re-
planning of sensing paths that, based on the occupancy map,
obtains as much information as possible during the execution
of the paths rather than just choosing the shortest path. In
this way, the method efficiently builds an accurate 3D map
of the sub-surface anatomy.

A. Method Overview

This section presents a high-level overview of our pro-
posed method, described in Algorithm 1. We begin by ini-
tializing the probability distribution of the Bayesian Hilbert
maps with zero mean and high variance (line 1), implying
that we have no prior information of the patient’s sub-surface
anatomy. We first place the sensor at a sensing pose s0,



Fig. 3: An overview of our proposed method, described in Algorithm 1. We
start by choosing the first sensing position on the sensor workspace. We
then collect data along the sensing path (it collects data on the first sensing
position at the first iteration of the process), update the Bayesian Hilbert
map (BHM) parameters in the search space A, and update the vertex values
on the sensor workspace S. We then determine a goal point, followed by
path planning via A∗ search. The middle figure above shows an example
scene of a sensing path on the sensor workspace planned by our method.
A brighter color indicates it is more likely to gain geometrical information
of embedded anatomy. The purple line shows the path without replanning
while the blue shows the one with replanning. Our method plans the path
through the areas that are more likely to detect the underlying anatomy.
Replanning enables our method to plan paths with up-to-date information.

chosen uniformly at random from S (line 3). We then collect
sensor data (lines 6 − 10). Based upon the sensor data we
update the posterior distribution of the occupancy probability
(lines 11− 12, see Section III and [13]) that is then used to
update the EI values on the sensor workspace (lines 13−14,
see Section V-B). We then choose a first goal point that has
the highest EI value on the sensor workspace S, meaning
the highest probability of obtaining as much geometrical
information as possible, for path planning from s0 (line 15).
With the updated EI values, we calculate the edge costs on
GS (line 16) and plan the sensing path using the A∗ search
algorithm (line 17, see Section V-C). We collect data along
a portion of the planned path, up to a replanning threshold
(line 18). The pose at which the sensor stopped is then used
as a new start pose, a new goal is chosen, and the algorithm
repeats the planning/execution process.

B. Graph Representation of the Sensor Workspace

Based on the Bayesian Hilbert map at each iteration
(the while loop, line 4 of Algorithm 1), we first must
determine a sensing path over the sensor workspace S, the
anatomical surface on which the sensor moves. It is crucial
for a path to balance between exploration and exploitation
as insufficient exploration may lead to leaving areas where
critical anatomy is unsensed while inadequate exploitation
may result in not fully mapping partially identified anatomy.
To do so, we leverage Expected Improvement (EI) [19], a
widely used acquisition function in Bayesian optimization.
More formally, the EI (update EI in Algorithm 1, line 13)
is defined in a closed form for any query point x∗ ∈ A as:

EI(x∗,ω) = (µ(x∗)−f(x+)− ξ)Φ(Z)+Σ(x∗)ϕ(Z) (1)

where

Z =
µ(x∗)− f(x+)− ξ

Σ(x∗)
,

f(x+) is the current maximum occupancy likelihood, Φ(·)
is the cumulative distribution function, ϕ(·) is the probability
density function, and ξ is an exploration parameter.

We then leverage the sensor workspace graph GS (defined
above in Section IV). We augment each vertex with the max-
imum expected improvement value of points xi within its
corresponding sensor volume vi obtained when we sense at
that vertex Vi (compute vertex value in Algorithm 1,
line 14), i.e., the value of a vertex is defined as

g(Vi) = max
xi∈vi

EI(xi,ω). (2)

Each edge represents the sensing action between vertices
and has its own cost of performing a corresponding sens-
ing action along the edge. We define the edge cost as
the combination of two sub-costs (update edge cost in
Algorithm 1, line 16):

U = Udist + λUEI (3)

where Udist is the Euclidean distance between the two
vertices’ locations, UEI is an expected improvement cost,
and λ > 0 is a scaling factor. Specifically, we define UEI as
the reciprocal of the line integral:

UEI =
1∫

Eij
EIdEij

.

With values at vertices and costs defined over edges we can
then leverage graph search algorithms to plan sensing paths
on the sensor workspace by searching over GS .

C. Sensing Path Planning

With the graph GS defined on the sensor workspace S,
we then utilize A* graph search (graph search in Algo-
rithm 1, line 17), an informed search algorithm proven to be
complete and optimal, to efficiently obtain useful information
during the trajectory execution. We compute the heuristic h
for A* as the Euclidean distance from the current vertex
Vt to a goal vertex Vk determined as the vertex with the
largest expected improvement, i.e., Vk = argmaxVi

g(Vi)
(set goal vertex in Algorithm 1, line 15). Note that
in our previous work [17], the goal vertex was utilized for
discrete sensing sequences; however, in this work, it serves
as the way-points for continuous sensing trajectories. The A*
path is optimal as for all vertices the heuristic function h(Vt)
is admissible by its definition, i.e., 0 ≤ h(Vt) ≤ h∗(Vt)
where h∗ is the true optimal forward cost. We can prove
h(Vt) ≤ h∗(Vt) =

∑k
j=t Uj where U = Udist + λUEI

by noting that λUEI is always positive and Udist from the
current vertex to the goal is always greater than or equal to
the heuristic function h(Vt).

In this way, we are able to plan the sensing path at
each iteration given the Bayesian Hilbert map. However,
we must update the map after short sensing sequences to
leverage the information gathered during sensing. We thus



only execute a short portion of the path and then replan
(path replanning in Algorithm 1, line 18). We do so
by ensuring that each iteration ends when the path reaches
a threshold length (see Fig. 3).

VI. EXPERIMENTS AND RESULTS

To evaluate our method we consider the case of identifying
and mapping subsurface tumors embedded in an organ. We
demonstrate experimental results for our method in two
different environment types, synthetic scenarios and real
medical scenarios. We generate the synthetic scenarios via
a curved surface and place multiple tumors with random
locations and of random sizes below the surface in simulation
(see Fig. 6, top left). For the medical scenarios, we segment
liver surfaces and liver tumors from real patient CT scans in
the liver tumor segmentation (LiTS) dataset [25] (see Fig. 6,
top right), comprised of 201 CT images of the abdomen. We
segment the liver and tumors using 3D Slicer [26] and then
run our algorithm in simulation on the segmentations.

We evaluate our method’s efficiency and accuracy against
3 different comparison methods, a straight line planner, A∗

with only distance as edge weights, and Dijkstra’s algorithm
with only EI as edge weights (we leverage Dijkstra’s rather
than A* due to a lack of a heuristic in this case). We also
compare our method to a version without replanning, to
evaluate the improvement when using replanning.

For all environments and experiments, we use a cost
scaling factor λ of 70 and a replanning threshold of 6 cm,
determined by grid search on one of the LiTS scenarios. We
also use the exploration parameter ξ = 0.01 for the expected
improvement function and 3468 equally spaced hinge points
for the Bayesian Hilbert map, which were set experimentally.

A. Evaluating Efficiency

We evaluate a method’s efficiency by measuring the total
arc length of the sensing path generated by the method as

|SM| =
∑
r

|SrM|.

We measure the total arc length of each method’s path
required to sense 95% of the embedded tumor geometries.
For evaluation in all environments we discretize each tumor
with 500 data points and discretize the organ surface (the
sensor workspace) with 3600 vertices. For all scenarios we
precompute the orientation of each sensing pose as the
surface normal perpendicular to a tangent plane that fits the
10 nearest neighbors of each surface point.

In Fig. 4 we show qualitative results for our method and
the comparison methods. Each subfigure in Fig. 4 presents a
top-down view of the sensor workspace with color indicating
EI value during an intermediate iteration of sensing planning
on a synthetic scenario, with the red and blue stars denoting
the start and goal vertices, respectively. For the straight
line planner (SL), we draw a straight line in 3D from the
current point to the goal point and project the line onto the
sensor workspace (passing through all vertices in the sensor
workspace placed along the line). A∗ with only distance cost

Fig. 4: Four example scenarios with the planned paths generated by our
method and the comparison methods from one start to one goal (one iteration
of planning), blue: our method, cyan: straight line planner, green: A∗ with
only distance cost, and purple: Dijkstra’s algorithm with only EI cost. Bright
color in the heat map represents areas with high EI and dark colors areas
with low EI. Our method plans a path passing through areas where it will
collect more information while still balancing this objective with path length.
The straight line planner chooses a path going straight toward the goal point.
A∗ with only distance cost plans the shortest path on the surface. Dijkstra’s
algorithm with only EI cost plans a path that maximizes EI but does not
explicitly account for path length.

(AD) searches for the goal and generates a sensing path
using A∗ with the same heuristic function as our method but
with an edge cost composed only of Udist. For Dijkstra’s
algorithm with only EI cost (DE), we use the edge cost
function composed only of the EI cost UEI .

We perform 100 trials in the synthetic scenario in which
we evaluate 10 random sizes and locations of the embedded
tumors, each for 10 random initial sensing positions. For
the LiTS scenarios, we experiment on 3 different patient
scans randomly chosen from the 201 CT images. We segment
these scenarios and perform 10 trials for each scenario with
random start positions, averaging the results. Compared to
our method for all scenarios, the comparison methods (SL,
AD, DE) require 2.1, 1.4, and 1.26 times longer total arc
length on average, respectively to sense the embedded tumors
(see Fig 5). For all scenarios, these results show that our
method outperforms the other methods in the arc-length
required to detect the tumors, a proxy for efficiency.

We also evaluate our method with and without replanning,
characterizing the benefit of the algorithm’s ability to update
the EI map as it senses. We find that replanning provides
14% improvements on average in path length (see Fig 5).

B. Evaluating Accuracy

In addition to efficiency, the goal of this work is to plan
a sensing path on the organ surface to map the subsurface
anatomy accurately. We thus evaluate the accuracy of the
resulting occupancy map generated by our method for both
the synthetic scenarios and the LiTS scenarios.



Fig. 5: Efficiency comparison with respect to total arc length (y-axis) taken
to detect 95% of all tumor geometries. All units are in cm. (Top) Across all
synthetic scenarios, the mean and standard deviation are 73.5 ± 11.2 for
our method, 87.5± 8.6 for our method without replanning, 110.7± 28.7
for a straight line planner, 93.8± 23.9 for A∗ with only distance cost, and
81.1 ± 8.7 for Dijkstra’s with only EI cost. (Bottom) For the three LiTS
scenarios, the results show 43.4±5, 48.5±9.1, 104.4±51.3, 62.2±17.5,
and 58.4± 18 on average for the respective methods.

We note that our method generates a 3D probabilistic
occupancy map that acts as a binary classifier to determine
whether any given point in the environment is occupied by
the target anatomy type, e.g., tumor, or not. Two popular met-
rics for evaluating the accuracy of a binary classifier are the
area under the receiver operating characteristics (AUROC)
and the area under the precision-recall curve (AUPRC).
When evaluating classification of a highly imbalanced dataset
(i.e., a set in which there is a large difference between the
number of positive and negative data points), AUROC may
give an overly-optimistic view of the classifier’s performance
potentially leading to incorrect interpretations [27]. AUPRC,
by contrast, is known to be suitable for highly imbalanced
datasets. As our dataset is imbalanced (with a 300:1 ratio of
free space to occupied space), as in [17] we choose AUPRC
as our metric for evaluating accuracy.

As an example, Fig 6 (left) shows both a top view and a
side view of the final-state occupancy map at the last iteration
for the 100th trial of the synthetic scenario, including the
ground-truth tumor location and the corresponding AUPRC
graph. In the synthetic scenario, the occupancy map matches
the true tumor location with a high AUPRC of 0.937 (not-
ing that a random classifier would display an AUPRC of
0.03). The average AUPRC for all synthetic scenarios (i.e.,
averaged over the 100 trials) is 0.903± 0.028. Fig 6 (right)
shows the resulting occupancy map at the last iteration of the
10th trial for the third LiTS scenario. The LiTS scenario also
shows high accuracy with an AUPRC of 0.832, considering
that a baseline classifier would have an AUPRC of 0.003. The
AUPRC on average for all LiTS scenarios (i.e., averaged over
the 30 trials) is 0.814±0.009. Compared to the performance
of the random classifiers in both scenarios, the occupancy

Fig. 6: Accuracy evaluation on the final occupancy map of the synthetic
scenario for the 100th trial (left column) and the 3rd LiTS scenario for the
10th trial (right column). The heat map represents the occupancy probability
of the anatomy projected onto each plane. (Top) The 3D visualization of
the environment and tumor ground truth. (2nd row) The occupancy map is
projected onto the x-y plane. Green is the true location of the projected
tumors. (3rd row) The occupancy map is projected onto the x-z plane
(side view). (Bottom) The AUPRC is approximately 0.937 in the synthetic
scenario and 0.832 in the LiTS scenario.

maps generated by our method are highly accurate.

VII. CONCLUSION

In this work, we propose a method that plans an infor-
mative sensing path on an organ surface to localize subsur-
face anatomy both efficiently and accurately. Our method
leverages the A∗ search algorithm with an edge-weight
function that enables the method to balance exploration and
exploitation using a Bayesian Hilbert map representation of
the anatomical environment. We evaluate both the efficiency
and accuracy of our method by using total arc length and
AUPRC as metrics. We compare our method against 3
different methods, a straight line planner, A∗ with only
distance cost, and Dijkstra’s algorithm with only EI cost. On
average our method significantly outperforms all comparison
methods for all scenarios, in both synthetic environments and
real-life tumors segmented from patient CT scans.

In future work we plan to apply our proposed method
to real life sensing, e.g., an ultrasound probe on a physical
surgical system, e.g., the da Vinci Research Kit surgical
robot [28]. We also plan to augment our method to consider
tissue properties, e.g., deformation caused by a sensing
action, as well as prior information on likely subsurface
anatomical mappings based on pre-operative sensing.
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